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Summary

This repont presents the technical progress of the execution of Phase 1 of a project at the
Microelectronics and Computer Technology Comoration (MCC), supported by the Advanced Research
Projects Agency (ARPA). ,

Objectives:

The principal project objective was to create and validate a concurrent engineering environment for the
design of Multi-Chip Modules (MCMs).

On Phase 1, the focus was on physical design of MCMs. The objective in this phase was to integrate
four different MCM layout systems: Edge, Finesse, Allegro 6.1 and AutoCad.

Technical Problems:

The principal technical problems addressed were the development ot four commercial CAD system
interfaces to the ROSE (Rensselaer Object Storage Environment) database manager and the exercise of
the developed software to perform an actual MCM design in concurrent mode.

General Methodology:

The first step was to become familiar with the ROSE database management system. The next step was
to become familiar with the way in which the commercial CAD systems store their data, which allowed us
to define an information mode! in the EXPRESS language. STEP Tools, Inc. provided an EXPRESS to
C++ compiler, which permitted us to use the C++ language to implement the interfaces and the
information mode! that defined and structured the persistent objects managed by ROSE. In addition,
special programs were written to interface with the CAD system databases both for input and output.
These programs were written utilizing the following languages: SKILL for Cadence Edge, C for AutoCad,
Finesse's own text file formats and IGES for Cadence Allegro.

Technica! Results:

The exercise of the software outlined above proved successful, as we were able to take previously
defined parts and netlist for an MCM from the Finesse system into the Cadence Edge system, where
they were modified and then resubmitted to the database. The Allegro system was then used to do the
routing. Through an efficient design strategy we were able to implement a redundant routing scheme that
improves the probability of having an operational MCM upon manufacture. The final design was merged
into the database and verified by the Edge software. The delined and placed parts were also sent to the
AutoCad system running on a Sun workstation. The total designer time spent on this task was 4 man
days, whereas the same module design by traditional, non-concurrent methods takes one man-month.
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Important Findings and Conclusions:

The success that was achieved demonstrates the very practical utility of the tools developed under the
DICE initiative, notably the ROSE data management software. it is apparent that the utihzed object
oriented approach to data storage is appropriate for the MCM design task to which it was applied The
tools and interfaces developed have utility and application beyond concurrent engineering: they provide a
practical integration of diverse MCM and Printed Circuit Board CAD design systems and frameworks

Significant Hardware Development:
Not applicable.

Special Comments:

None.

Implications for further research:

The success of this phase makes it possible to contempiate the extension of this work to other areas of
MCM design, namely: logical, back-annotation, thermal, mecharical and electrical modeling. The efficient
performance of ROSE and its associated tools makes it a good candidate as data manager for the
extended picture scheme. However, it will be necessary to make improvements and add teatures to
ROSE, such as version control, which do not exist today.

Other possibilities that have been uncovered by this work lie in the area of commercialization of the
system that has been implemented. The commercial value arises because it is possible to reuse parts
that have been designed elsewhere, fewer errors creep in because daia flows from one system to the
other in error-free manner, and one does not have the problem of having expensive CAD software
available, as much of the work can be done with relatively inexpensive systems. However, more
commercial CAD systems need to be interfaced to make the system useful to more design teams and it
must be debugged and strengthened.
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1. Project Objectives

1.1. Phase 1

To create a concurrent engineéring environment suitable for the physical design of
Multi-Chip Modules (MCMs) by integrating several different physical layout
Computer-Aided Design (CAD) tools through data sharing.

To validate the use of ROSE as a concurrent engineening data manager [ST]

To validate the concurrent engineering approach to MCM design.

To utilize the concurrent engineering environment to design MCMs.

1.2. Phase 2

Repeat the Phase 1 objectives but extending them individually to each of the following
areas:

MCM modeling.
MCM simulation.
Design for testability.

This phase will begin upon funding release.
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2. Progress Overview

.2.1. Technical progress achieved

The project officially started on May 1992 and ended February 28, 1993. During these months the
following work was done:

A study of the ROSE software was made. Two MCC software developers attended an introductory
course offered by STEP Tools, Inc. and came back with knowledge and documentation, which was
shared with others at MCC. The ROSE software was installed at MCC in Austin TX and at Harris EDA in
Rochester NY. The tutorials offered by STEP Tools were studied and understood.

In parallel with these activities MCC undertook a study of the input/output to the targeted CAD systems. It
was decided that the best way to interface with the Cadence EDGE design system was through a
procedural interface supported by an interpreted language called SKILL, proprietary to Cadence Design
Systems. A better, faster and more efficient interface using the C language exists but was not used
because of economic reasons.

When the proposal for this project was written and presented to ARPA (then known as DARPA) the
Allegro system belonged to Valid Systems. Valid merged with Cadence in 1992. MCC had been working
with Valid Systems in the definition and implementation of Allegro 6.0, which includes an input/output
interface through the IGES language. This interface was the logical choice for our project.

Harris EDA decided to irnplement an interface to the ROSE database based on a textual description of a
Finesse design known as a "Dfile". This was as far as output from the Finesse system was concerned.
They implemented the input utilizing a proprietary macro language.

For AutoCad we used a C language procedural interface which is supported by AutoDesk, proprietor of
that system. This interface has the advantage that it does not go through any intermediate form like the
other systems.

The next step was to study the uata being described and to find a common denominator. When this was
done, we abstracted the information and created an EXPRESS model for it. Utilizing the STEP Tools ,
Inc. "express2c+--" compiler, the information model was compiled into a set of ROSE C++ classes. Then
software was written to implement the interfaces from all of the CAD systems to these classes. The
classes were managed with ROSE software libraries and methods. In the following we will refer 1o our
implementation of the objec! Jata with these classes as "MOST format”. MOST being an acronym for
MCC's Open Systems Tool, which is the name we have given to the implemented software system.

After thorough study of the IGES entities that Allegro utilizes, it was decided to interface from an Allegro
IGES file describing an MCM to the ROSE classes using the IGES toolkit provided by STEP Tools, Inc. .
This tool allows the creation of ROSE class images of the IGES entities, and vice versa, the creation of
an IGES file given a set of correctly structured ROSE IGES class objects. It must be stated that the
ROSE IGES classes are related to but not identical to the MCC classes. The reason is that for the most
par, this project was concerned with two-dimensional design objects, white the IGES classes are general
enough to describe three-dimensional objects. In addition, it is not easy to describe things such as
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electrical connectivity using IGES, while the MCT information model incorporates net and element pin
natlist description objects. The IGES toolkit was utilized solely for the geometric information and the main
benefit it provided was in allowing us to eliminate the tasks of IGES tile creation anu parsing

Once the software was implemented, we took the parts and nethist for the Harris DDR2 MCM and
converted them from Finesse into MOST format. Then we designed a version of the DORZ using MCC's
QTAI technology design rules [DC91] and implemented a strategy to double the number of nets in order
to give the designed module redundancy and enhanced manufacturability The design was performed in a
concurrent mode, with a designer working in the E£dge environment and another in the Allegro
environment. The concurrent design experiment was successiul, and the compileted design was achieved
in four man days, compared to the usual one man-month that it takes to complete a comparable task.
The DDR1 MCM, which had difterent components and netlist but the same degree of ditficulty served as
basis for comparison.

Thus, MCC has accomplished everything that was planned for this project phase.
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3. Technica! Problems

3.1. Areas addressed

During the project we focused exclusively on Phase 1 objectives. The principal technical areas that were
addressed were the following:

The detinition of the entities necessary for the description of the MCM layout
data, taking into account that there are a number of designers, each usingone of a
variety of heterogenecus design systems whe need read/write access. These
entities were the building blocks irom which the information model was buit
The overall architecture of the concurrent engineering gnvironment,

The process ar'd practice through which the actual concurrent design actvity
took place.

The improvement of the definition of the entities that are necessary for the
description of the MCM layout data.

The integration »f the Cadence Edge system through its SKILL interface

The integratiot: of the Allegro CAD system through its IGES inpuvouiput
interface.

The integration of the Finesse CAD system.
The integration of the AutoCac system.

The implementation of a UNIX serverto allow the Concurrent Design team to
work as a unit.

The instaliation and support of the system at Harris Corporation in Meibourne,
Florida.

The demonstration of the sofiware at ARPA.

The implementation of a concurrent design experiment utitizing the inlegrated
CAD environment.
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4. General Methodology

4.1. Layout Information Model

In order to define the entities needed to represent the MCM fayout intormation ol 15 necessary 10
understand the information which the individual CAD systems store and which is required and
needed for their proper operation. Then one needs o abstract and deal hirst with that subset which
is common to all of the systems and use it as a nucleus or core. From this point one can expand
and tailor the core to include what will be required in the concurrent use of the integrated systems.

in our case, there are two basic typ.es ot entities:
Geometric information entities.
Connectivity information entities.

Qur method was 1o examine what data types were required by a system which is predominantly
used for layout, witich we expected to be common among all the systems to be integrated and
then to find which were necessary to complete the piciure for systems with connectivity
intelligence. Then each of these identified types was defined as an abstract entity. The information
content is expressed through the interrelationship among all the entities. This interrelationship is
known as the schema, which we codified through the EXPRESS language. The geometric entives
we included were:

¢ Cells

o Mosaics (Arrays)

o Cell Instances

¢ Geometric Primitives:
» Paths
» Rectangles
+ Polygons
« Lines
s Points

The connectivity entities were:

Element-Pin pairs (elPin;
Nets

4.2. Layout Information Model Implementation

Figure 1 shows four physical design CAD systems, and two ROSE implementations for two
different information models: the one introduced in the previous section and one that implements
the Initial Graphics Exchange Standard (IGES). IGES is a very general (3-dimensional) standard

10 represent graphical information and was quite cumbersome for our purposes [NCGA]. However,
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we found it necessary to work with, because systems such as Allegro 6.1 (PCB onented 100ls)
often accept IGES representation of graphical data as their input, while not providing many other
acceptable means to reliably input data from external sources, nor a procedural language 1o read
or write to its internal data. Allegro 6.1 is, of course, also capable of writing out its layout design
data in IGES form.

Edge, Finesse S,';EE,TOOIS' JGES
Express | . w:: ‘

‘Information Model

Skill
’AsCil SRS
e | - S'HOSE:

.,

C++

C++

- C++

C++
AutoCAD S
@Mceinforma
Express “6 3k

Allegro 6.1 -

Figure 1. Architecture of the MOST system.

AutoCad is able to implement a more direct link between the MCC information model and its own
internal format by making use of direct C procedural access to its database, and this provides a
direct link for data exchange. AuioCad can read from and wriie i0 ROSE data directly, with no
need for an intermediate format, simply by loading the C language interface that MCC has written
using AutoCad's "AutoCad Development System™ (ADS) tools.

The two information models, MCC's and IGES, were written in the EXPRESS language. Software
tools from STEP Tools, Inc. were then used to compile those models into C++ classes. ROSE
also provides methods to create the class instances, to relate them according to the schema, and
to manage them. In addition, it was possible to map the ROSE objects created under one model
to objects created under the other through C++ ROSE code, thereby integrating Allegro into
MOST.

The link between Edge and ROSE is achieved through an intermediate text form. Data goes in
and out of Edge via software written in Cadence's SKILL language, which allows read/write access
to Edge’s internal data structures. The link to ROSE was completed through a parser written in
C++, which reads the intermediate form and creates the (C++) objects that implement the layout
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information model we introduced in the previous section. In the opposite direction, C++ soltware
navigates through the ROSE objects and creates the intermediate form descnption, which is then
read by the Cadence Skill code.

The Finesse system was linked to the ROSE database through an intermediate text hile form
called a "dfile”, which is a standard textual database description form thal Finesse supports. ard
which can be read back to recreate the Finesse database. Qur original intention was to inteqgrate
Finesse in a direct fashion, without an intermediate text form, since Harrs owns the source code
for Finesse. Howaver, it was determined by Harris Electronic Design Automation that such a route
would take more time than that allowed by our project. This link was developed very much ke the
Cadence Edge link that was described in the previous paragraph

4.3. Concurrent Engineering Layout System Operation

The operation of the system is visualized through Figure 2.

Basic
granularity

Cellt ] e ¢ ¢ |Celln e oo Celilt1 | o ¢ ¢ |Celln

- Data in appropriate form: -
- native or text
Figure 2. MOST system operation.

The basic object that is managed by ROSE is the Cell, and any transaction between a user and
the system involves at least the transfer of a complete Cell entity. That implies that layout
designers using the system should ensure that data is organized and structured in such a way as
to make the transfer of data relatively painless by limiting the individual size of the cells they
construct. Good data structuring is desired and a good practice regardiess of concurrent
engineering requirements, but in our case it is mandatory since N users of the system must be
updated whenever one of them makes a change. It must be stressed here that ROSE in and of
itself does not impose the restriction to have Cells as basic exchange entities. However, from a
practical point of view, if one were to define the exchange granularity at a lower level, then there
could be a prohibitively large amount of network traffic due to the vast number of minute changes
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that the design team may make. This would trigger corresponding ROSE database searches for
the objects being modified, added or deleted. Since the natural unit of work in layout is the Cell, ¢
is equally natural to use it as the transaction unit, and to have the RQSE data updated only when
the designer finishes a sizable amount of work. Thus approach also eliminates the need tor
database searches for individual objects, as the whole cell gets updated every time. However, one
must remember the need to keep the cells convemently small.

Every Cell entity is stored as an individual ROSE desiyn. The storage is handled by one dedicated
workstation with efficient disk access. A custom server s invoked by the user to update the other
workstations in the network

As a user receives an update, a backup copy o! his current working design s kept. it a team
member finds the update unacceptable for any reason, he must communicate with the other team
members as to why that panicular update is not good. After discussion and consensus is reached,
either he will accept the update and modify whatever else he needs to make it palatable, or else
the unacceptable cell will be further modified 1o meet his requirements. In any case, any designer
with write privileges can always reinstate older backup cells back to ROSE, if that is the
consensus.

4.4. Mechanism to save and update information

As outlined above, the Cell is the basic transaction unit we envision in our MCM layout concurrent
engineering environmen!. As a designer completes work on a Cell, he saves it to his CAD system
database and also invokes the ROSE server, who will receive the data and create the ROSE
description of the Cell. Because the server nuns in a different workstation than that of the user, the
designer will experience a minimum overhead from his saving to the ROSE environment. Since
the Cell updates are not occurring frequently the network traffic is minimized. Once the Cell has
been stored as a ROSE design, the ROSE server will undertake the task to translate it to ail the
other formats necessary to update the other CAD systems.

4.5. Special considerations

Certain CAD systems have implemented their internal databases with a minimum of hierarchy.
Essentially, these systems, which have evolved from Printed-Circuit Board layout applications to
the MCM domain keep "packages”, "pad stacks" and "boards” as basic entities. A board describes
the MCM, and contains packages and interconnect . The packages are built out of pad stacks and
other geometric and electrical information. These systems are usually very useful to carry out the
routing portion of the MCM layout task, but they are not especially suited to handle large amounts
of data, notably for the case of certain MCM technologies which customize the MCM substrate
starting from a generic, prefabricated part which is personalized in the last stage of manutacturing
[DC91]. Such parts are mass produced ahead of time and contain a great deal of interconnect
which will snd up not used by the personalization step ( typical utilization runs up to about 60% of
available interconnect density for those substrates). In such cases, it is better to describe the pari
in full in a hierarchical CAD system. It one wants to use a non hierarchical CAD system for the
routing in a concurrent engineering approach it is convenient to pass only the placement
information and the netlist, and then to store back into ROSE the interconnect generated.
Alternatively, if it proves to be possible to work effectively in the non-hierarchical system with all
the MCM data, it would not be advisable to store back into ROSE the full design after routing since
that would create a flat and large Cell with all the layout data in it. In any case what one needs is
to only store the result of the intercnnnect (routing) step in a new Cell, to be shared by all the
Concurrent Engineering Environment users. Furthermore, if it is possible to carry out the
interconnect step itself in a sequence of smaller interconnect tasks {e.g. memory subsystem oniy,
followed by others) it is advisable to store the results of each ol those tasks as independent Cells.
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Yel another scenario, which is not generally apphcable but which covers a large portion ¢f cases,
consists in having afl members of the design team collaborate in the detintion of the basic
packages and their placement, and then 1o submit the interconnect task 1o the non-hierarcincal
system {or systems ) as the last step of the layoul design activity

4.6. UNIX server

In order to integrate the users of the concurrent engineering environment that we are creating we
have implemented a mechanism by which the UNIX system will automatically update and
distribute the changes to the ROSE database. Essentially, every user has histher usuat working
environment, but in addition has two extra directories: One, labeled incoming and the other
outgoing. It the user wants to update the ROSE database, he saves (using his CAD's system save
command) to the outgoing directory (in addition to wherever he usually saves his CAD's system
database). Once the server is invcked, the directory is “moved” or renamed 1o a predetermined
loc ation which the UNIX server periodically inspecis. Hf the server finds data there, it makes a
backup copy and it performs all necessary manipulations to change the new data into the MOST
form and from there translates it to all other integrated systems. This frees the user and his
workstation from that overhead, as the server normally runs independently in another machine,
with enough memory, disk and CPU power, typically a SPARCStation 2 with 50+ Megabytes of
memory and, depending on the size of the database an number of designs being managed,
enough storage space.

Once the translations are complete, the server copies the ROSE database 10 an official directory
where it is kept, and a backup copy of the previous data is made. The {ranslations are distributed
by the server to all registered users according to their recorded CAD system type, and copies
placed in their "incoming” direclories. Users are registered in a special file that the server reads
when it is initially invoked. The users periodically inspect their incoming directories and can update
their designs with the new distributed information. After they accept the changes, they can
“move” their incoming directory to another location, and are ready to receive any new updates.

if they don't accept or agree with the changes, they need to communicate with the Concurrent
design team members, discuss why the change is not acceptable and come to a consensus. If the
change does stand, nothing is done. if the change is not accepted, then the old data is still in
backup, or else the user that initiated the criticism on the change can submit his own data again 10
the server, and the change will be superseded.

The server mechanism was implemented in this fashion as an interim solution. It would be useful
to have ROSE implement both a database version control and a design checking/locking
mechanism. Once these features are available, the server can invoke them on behalf of the user
that is submitting the change or requesting a specific piece of information or version of the data.

4.7. DDR2 parts and netlist

The moduie we designed concurrently utiizing the MOST system is known as the DDR2 (Digital
Drop Receiver, version 2) and is proprietary to Harris Corp. The parts were designed using
Finesse and the netlist had been entered into the Finesse system. From there , that information
was made available to the other CAD systems through the ROSE database and the MOST
system.

4.8. Installing and supporting the system at Harris Corporation

The system was installed at Harris Corporation in the month of October, 1992. A team of four
software developers, three from MCC and one from Harris' Electronic Automation Division (Harris
EDA) traveled to Florida and installed the system. A demonstration was given to Harris’ designers,
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which consisted of translating the DDR2 placement and netlist from Harris EDA's Finesse 1o the
Aliegro 6.1 system. Those two CAD systems, Allegro and Finesse were the relevant design
systems at Harris Corporation.

After the demonstration, Harris personnel were interested in trying an application involving a
translation of the design from Finesse to Allegro, but utilizing a different technology, that used by
the General Electric High Density Interconnect. The fully routed design existed as a Finesse
database and it was necessary to translate it into an Allegro database. We used the same
approach as the one we demonstrated. Up to that point we had not sent a fully routed database
out of Finesse into the other design systems. We only had experience in sending fully routed
designs out of Allegro and sharing them with the other CAD systems.

That specific application uncovered a few problems that had not been observed up until then. As
we have reported previously (PR1, PR2, PR3) the path to go from the ROSE database to the
Allegro system takes three steps: a) Map the MCC ROSE objects into IGES ROSE objects,
b)Trans!ate the IGES ROSE objects into an IGES file and ¢) Read the IGES file into Allegro. Step
a) is accomplished using MCC's developed interface. Step b) utilizes STEP Tools’ developed
software, and step c) utilizes Cadence/Valid proprietary software. The observed problems were:
1) Step a) took several hours and 2) Step ¢) was taking days.

These problems were surprising as in our experience moderately large designs did not take that
long to translate. We used UNIX's profiling utility 1o determine which part of MCC's code was
execuling most, and after that determination it was very easy 1o trace the problem to a simpie bug
in the code that did no: alter the accuracy of the program but was executing redundant
instructions. The code was straightforwardly debugged and the total execution time (elapsed
time) of step a) went from 5§ hours to 10 minutes on a Sun SPARCStation 2.

Resolving the bottleneck in step ¢) was more difficult because MCC does not own the source
code. It was determined that there were the following circumstances which needed to be avoided
in order to accelerate the time for step ¢): 1) Allegro uses a "blank board" as the basis on which it
builds the design out of the IGES file. The board needed to have the netlist read in as a
preliminary step. 2) Normally, as the Allegro database is created, Design Rule and Connectivity
checking takes place, and that consumes time. In order to accelerate the data creation process,
it is possible and desirable to turn off those checks. After we took those steps, the total time in
taking the design from Finesse to Allegro was 4 hours (elapsed time) of which 30 minutes were
ROSE related manipulations, and the balance strictly Cadence’s IGES input into Allegro. This is
for a fully routed, complex real design. The obtained Allegro database for chip pins, MCM VO
pads and signal interconnect is shown in Figure 3.

It turns out that Allegro does not take nearly as long to write its database in IGES file form as it
takes to read it in. The same design that needs 3.5 hours to get in, Allegro can write out in just a
few minutes.

4.9. Concurrent Engineering Design Experience at MCC

in order to validate the concurrent engineering design environment provided by the MOST
system, MCC carried out a design of the DDR2 Harris module. We took the parts description,
placement and netlist from the database that Harris delivered in Finesse form. The ROSE
database was created and the Cadence EDGE system read it in. The footprints of the chips and
the module /O were then madified to allow for automatic redundant routing, by judicious
modification of the padstack definitions. The placement data and the netlist were then read by the
Allegro system and routed. The Allegro system also created the power and ground plane data.
The routed Allegro database was then sent back to the ROSE database and read in by the
Cadence EDGE system, which was then used to replicate the signal and power/ground layers.
The via entities were also redefined in the Cadence EDGE system 1o have geometric elements in
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the normal as weil as the redundant routing layers. The replication step is trivial in the EDGLE
system but not in the Allegro or Finesse systems. MCC has also written special verification
software aids to take the netlist, chip placement and netlist information residing in the ROSE
database and then generate a text file whose records list the net names followed by the absolute x
and y Cartesian coordinate focation of the chip and module IO pins corresponding to the lisied net
name. Such a text file is read into the Cadence Edge database using the SKILL language and the
corresponding net names written as labels into the native Cadence database in a chosen layer at
the x,y location recorded in the text file. Such annotation is the basis on which the £dge
connectivity verification software runs. Through simple textual editing operations on the text file it
is possible to derive a corresponding text file for the redundant net names, which are then also
input as labels into the Edge database (in a different layer than that used for the normal net
names). Through straightforward graphical operations the labels are moved to desired locations
on the redundant pads , then moved to the same layer as the normal net name labeis. At that
point the Edge database is ready for full connectivity and design rule verification.

it is important to stress that the method we have just described is exceedingly powerlul as it
allowed us to perform design operations that normally are not allowed in connectivity-based
systems, but which are very desirable. Those "{orbidden” operations, such as adding layers,
replicating design data, adding connections not listed in the original netlist but which are necessary
to easily implement redundancy are practically trivial in the EDGE system. Through the toot
integration and full verification of the final design we are assured of the integrity of the design.

In our experiment, the total designher time spent was 4 man days and we obtained a fully verified
database, suitable for manufacturing. The design rules utilized were those of MCC's QTAI thin film
MCM interconnect process [PR1, DC91]. In comparison, the same design when processed
through the standard non-concurrent approach takes one man month of effort. The savings intime
are mainly due to: 1) The ability to use and re-use previously designed data elements, in our case
the initial Finesse database already contained the chip and module VO footprint definitions. The
reusability of data is a powerful capability that eliminates transcription errors and saves a great
deal of design time. 2) The ability to use the best features of each and every integrated tool.

4.10. ARPA demonstrations

The system was first demonstrated at ARPA headquarters to several officers and interested
persons. One notable fact was that there was an engineering group from a large systems
company that attended one of the demonstrations and manifested interest in the environment as a
basis to establish an interface between design and manufacturing.

The system was demonstrated a second time at the DICE Phase 5 "ick-off meeting in Arlington,
VA for DICE contractors and other interested parties.
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5. Technical Results

5.1 Cadence EDGE - MOST link established

The first principal téchnical result was that a bi-direclional link was established and demonstrated
between the Cadence Edge and the ROSE systems. The fundamentals of how this link works have been
described above and in particular in the discussion of Figure 1. The MCC information model was written
as a schema in the EXPRESS language. This schema was then compiled into C++ classes through the
express2c++ software tool from STEP Tools, inc.

At the same time, an interface to the internal database of Cadence Edge was developed, making use of
the SKILL language from Cadence Design Systems. The role of that interface is 10 allow the user ot Edge
to save his work both to the Cadence data format and also into ROSE objects, and also to allow him to
read in any updates. The mechanism, as d ~scribed earlier is to go through an intermediate form. That
form is picked up by the other side of the ftware interface we built. On the way in to the ROSE system,
the intermediate form is parsed, on the way out of ROSE the object representation of the Cells are writlen
in the intermediate form.

It should be noted that when the Cadence Edge system reconstructs the Cells from the intermediate
form, it requires the procedure to occur from the bottom up, that is, simple Cells must be constructed
before building more complex ones. Since every Cell is represented by an individual intermediate fite and
an individual ROSE design file, it is necessary to process the files in the right order. A special auxiliary file
is created which lists the subcells of any given cell in the right order.

The layout schema we have utilized is included in this report as Appendix A.

The parser of the intermediate form into ROSE objects was written using YACC++. A simple lexical
analyzer was written in this context. The code to write out ROSE objects into the intermediate form was
written in C++ and relies heavily in the ROSE methods to navigate and manage the objects.

5.2. Cadence Edge, Allegro, Finesse and AutoCad systems integrated

A bidirectiona!l link was established and demonstrated between each of the Cadence Edge, Aliegro,
Finesse CAD systems and the MOST central database The fundamentals of how these links work have
been described above (see Section 4 of this report). The MCC intormation model was further improved at
this stage, by eliminating some entities such as Donuts and Ellipses which have no universal use among
all CAD systems.

A further technical result in the software area was the development of an AutoCad to MOST interface.
All of the entities in the previously reported (PR1, PR2, PR3) schema have been implemented This
interface allows the inexpensive design of parts, chip footprints, module #/Q, etc. and the sharing of this
data with all the other CAD systems. A special virtue of this interface is that it has been developed in C++
and it is a direct interface between the AutoCad database and the ROSE database, which does not
necessitate an intermediate text file.
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An additional benefit is derived from the fact that AutoCad can be run on a relatively inexpensive personal
computer, thereby reducing the cost of adding CAD seats o a design team. This advantage is, however,
tempered by the physical limitations of a personal computer. AutoCad performs admirably when used 1o
design even complex cells, but its performance decreases when handling designs containing large
numbers of cell placements. Hence, it appears that until the manufacturers improve upon the method by
which they handle external references, AutoCad's main usefulness wilf remain in the area ot cell or
component design.

Images taken from the CAD systems are included in this repon 1o illustrate the capabilities obtained (sec
Figures 4 through 9).

5.3. Initial Concurrent Design Experiment

Figure 4 shows a screen dump of a Sun Workstation where the initial data for the DDR2 module was
entered. The system is Finesse, and the parts were created there and the netlist read into that system.
Using our Finesse-ROSE interface, the initial database was created. It was transferred to both Cadence
Edge and Allegro systems.

Figure 5 shows the design in the Allegro design system, and Figure 6 the initial design in the Cadence
Edge system. After being extracted from the ROSE database in text form, the netlist was read into the
Allegro system through a NETIN command which was fed o a blank Multi-Chip Module design. The
physical design data forthe DDR2 parts placement is then automatically created in that environment.

5.4. Concurrent Design Experiment

As we explained in section 4.9, MCC designed the DDR2 MCM using the QTAI design rules and
implementing a redundant routing strategy. Figures 8 and 9 show the routed design in Allegro and Edge
systems, respectively.
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6. Conclusions

We have successiully integrated the four MCM layout systems to the ROSE data manager. as required by
the contract, and created a demonstration quality concurrent engineering environment that has been
proven to be suitable for the design of MCMs at MCC. We have also established a strategy and a
methodology suitable for the concurrent design effort, which was validated during the design activity
portion of this project. It is important to note that the aforementioned system is currently at a
demonstration level of functionality only, and that much work remains to be done in order to bring the
system up to “industrial strength” and to make it suitable for future commercialization. However, it is clear
to those involved with the development and use of this system that this paradigm, when implemented
properly, can not only provide a significant increase in the speed of design activity (either by groups or
individuals), but also increases the capabilities of the design team by allowing them to combine the best
and most desirable features of each of the integrated CAD systems into a single, highly eflicient, and
fiexible design tool.
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Appendix A

Layout Information Model, V2.0

(IQttl!'."t't."#'t'...-.‘i"..." B AR A E R I N AR N RN R R R R R A I G Y ) LER B3
(* - B

(" Copyright 1992, Microelectronics and Computer Technology Corporation

. All rights reserved )

(* ")
(Qﬁt.t".'lti...tl"""tt.lt‘..'t..'a...'th"'.'t' -------------------------- CRPUCRA S ERNET R }
SCHEMA layout;

ENTITY Property;

name: STRING;
value: STRING;
END_ENTITY;

ENTITY Layer
SUBTYPE OF (LayoutObj):
lyr: INTEGER,;
END_ENTITY;

ENTITY Point
SUBTYPE OF (LayoutObj);
x: REAL;
y: REAL;

END_ENTITY;

ENTITY BBx
SUBTYPE OF (LayoutObj);
II: Point;
ur: Point;

END_ENTITY;

ENTITY Line
SUBTYPE OF (LayoutObj);
lyr: Layer;
nPath: INTEGER,;
path: LIST OF Point;
END_ENTITY;

ENTITY Path
SUBTYPE OF (LayoutOb;j);
beginExt: REAL;
endExt: REAL;
lyr: Layer;
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netNum: INTEGER;
nPath: INTEGER;
path: LIST OF Point;
pathShape: STRING;
width: REAL;
END_ENTITY;

ENTITY Rectangle
SUBTYPE OF (LayoutObj):
bBox: BBx;
. lyr:Layer;
END_ENTITY;

ENTITY Polygon
SUBTYPE OF {LayoutObj);
tyr: Layer;
nPath: INTEGER;
path: LIST OF Point;
END_ENTITY;

ENTITY Circle
SUBTYPE OF (LayoutObj);
center: Point;
radius: REAL;
lyr: Layer;
END_ENTITY;

ENTITY Label
SUBTYPE OF (LayoutObj);
draftingP: BOOLEAN;
font: STRING;
height: REAL;
justify: STRING;
labelType: STRING;
lyr: Layer;
orient: STRING;
angle: REAL;
thelabel: STRING;
xy: Point;
END_ENTITY;

ENTITY Cell
SUBTYPE OF (LayoutObj);
blockName: STRING;
celiType: STRING;
objList: LIST OF LayoutObj;
END_ENTITY;

ENTITY Instance
SUBTYPE OF (LayoutQbj);
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master: STRING;
blockRef: STRING;
orient: STRING;
xy: Point;
END_ENTITY;

ENTITY Mosaic

SUBTYPE OF (LayoutObj),

columns: INTEGER,;

rows: INTEGER;

master: STRING;

uX: REAL;

uY: REAL;

xy: Point;

orient: STRING;
END_ENTITY;

ENTITY ElPin
SUBTYPE OF {LayoutObj);
pinName: STRING;
pinNum: INTEGER,;
padRef: STRING;
pkgRef: STRING;
END_ENTITY;

ENTITY Net
SUBTYPE OF (LayoutObj);
netName: STRING;
netNum: INTEGER,;
elPinList: LIST OF EIPin;
END_ENTITY,

ENTITY LayoutObj
SUPERTYPE OF (ONEQF (Point, Layer, Circle, Line, Path, Polygon,
Rectangle, Label, Cell, Instance, EIPin, Net)).
selfident: STRING;
prop: LIST OF Property;
END _ENTITY;

END_SCHEMA,
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